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Abstract—In this brief, we propose an efficient parallel finite difference-based thermal simulation algorithm for 3-D-integrated circuits (ICs) using generalized minimum residual method (GMRES) solver on CPU-graphic processing unit (GPU) platforms. First, the new method starts from basic physics-based heat equations to model 3-D-ICs with intertier liquid cooling microchannels and directly solves the resulting partial differential equations. Second, we develop a new parallel GPU-GMRES solver to compute the resulting thermal systems on a CPU-GPU platform. We also explore different preconditioners (implicit and explicit) and study their performances on thermal circuits and other types of matrices. Experimental results show the proposed GPU-GMRES solver can deliver orders of magnitudes speedup over the parallel LU-based solver and up to 4× speedup over CPU-GMRES for both dc and transient thermal analyzes on a number of thermal circuits and other published problems.
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I. INTRODUCTION

Three-dimensional integrated circuits (3-D ICs) technology has been viewed as a necessary driving force to maintain the trend described by Moore’s law [17, 23]. To remove the excessive heat in 3-D chips, traditional fan-based cooling techniques are not sufficient due to their limited heat removal capabilities [2]. Active cooling techniques, such as embedded microchannel cooling, are promising alternatives. Microchannel-based liquid cooling technique can remove up to 200–400 W/cm² and has the potential to reach 1000 W/cm² [1], [8]. To design efficient 3-D IC structures and packages with advanced cooling solutions, accurate and fast detailed transient thermal analysis techniques are required [21], [25].

Traditional thermal analysis solves the partial thermal diffusion equation directly using numerical approaches such as finite difference method, finite element method, and computational fluid dynamics. This process is computationally intensive, especially for large-scale 3-D ICs, as it requires solving a large number of linear equations given by the equivalent thermal circuit. To significantly improve the simulation efficiency, exploiting the parallelism of simulation algorithms on multicore and many-core computing platforms becomes a viable solution. The family of graphic processing units (GPU) are among the most powerful multi-core computing systems in mass-market use [16]. On the other hand, iterative solvers such as generalized minimum residual (GMRES) method [18], which depend on many matrix-vector multiplications and other relatively cheap matrix operations, are more amicable for parallelization, especially on GPU platforms.

In this brief, we propose an efficient GPU-accelerated GMRES iterative solver for finite difference thermal analysis of 3-D ICs. First, the new method starts from fundamental physics principles to model 3-D ICs with intertier liquid cooling microchannels and directly solves the resulting partial differential equations, which consist of both convection of liquid flows and heat diffusions. Second, we develop a new parallel GMRES iterative solver to solve the resulting large thermal equation systems on CPU-GPU platforms. We carefully partition the computing tasks among CPU and GPU in the GMRES method to minimize the communication traffic between GPU and CPU and thus boost the overall performance. Third, we explore and compare different preconditioners (implicit and explicit) for GMRES on typical thermal matrices with liquid cooling channels and other types of matrices. We observe that the implicit preconditioners like incomplete LU (ILU) decomposition show better performance for thermal analysis. Experimental results show the proposed solver, called GPU-GMRES solver can deliver orders of magnitudes speedup over the parallel LU based solver and up to 4× speedup over CPU-GMRES solver for both dc and transient thermal analyzes on a number of thermal circuits and other published problems.

II. BACKGROUND

A. 3-D-ICs With Integrated Intertier Microchannels

Fig. 1 shows a 3-D system consisting of a number of stacked layers (with cores, L2 caches, crossbars, memory controllers, buffers, etc.) and microchannels built in-between the vertically stacked layers for liquid cooling. The microchannels are distributed uniformly. Forced interlayer convective cooling with water is applied [7], and fluid flows through each channel at the same flow rate. The liquid flow rate provided by the pump can be dynamically altered at runtime. Laminate liquid flows in the microchannels make the resulting heat equations more complicated as heat is removed by both heat sinks and laminate liquid flows via convection effect. To mitigate this problem, some simple models were proposed as an add-on to the existing thermal models for packages and chips at the cost of accuracy. In [22] and [21], the liquid cooling effects are modeled by simplified RC networks with simplified voltage-controlled current sources to model the dominant convective heat flow (in flow direction). In [12], a simple resistor model is proposed for the liquid cooling microchannels. In this brief, we consider both conductive heat flow in the solid (chips and packages) and the convective heat flow in the coolant flow, and directly solve the resulting partial differential equations without any approximation.
where $c_p$ is the specific heat, $\rho$ is density of the material, $\dot{q}$ is the rate of the heat generation, $\vec{u}$ is fluid's velocity field, and $k$ is thermal conductivity of the material.

B. Relevant Previous Arts of Linear Solvers

Recently, there have been several works published on GPU-based circuit analysis and simulation. Work in [11] uses multigrid as a preconditioner for the conjugate gradient method in dc analysis of power distribution networks. The work was later extended consider liquid cooling by using a purely resistance-based symmetric model [12]. While this model generates symmetric matrices, which are easy to parallelize and solve, its approximation to the fundamental physics of heat flow will compromise the accuracy.

There are also several papers implementing GMRES on GPU. In [24], GMRES with a block ILU preconditioner, which conducts ILU only along the main diagonal (DIAG) is parallelized on GPU. The block ILU preconditioner can easily provide some levels of parallelism to GPU. However, it drops the entries outside the DIAG blocks, and hence tends to be inaccurate and incur more iterations to converge. A more thorough GPU implementation of GMRES is proposed in [14], but it uses JAD and DIA sparse matrix formats, which are inefficient compared with NVIDIA-supported Compressed Sparse Row format [3]. In addition, [14] does not mention what precision is used for testing, making comparison difficult. Recently a GPU-accelerated preconditioned GMRES solver was proposed for solving power grid networks [15].

III. MODELING OF 3-D-ICs WITH INTEGRATED MICROCHANNELS

The thermal systems with both heat diffusion and convection due to the liquid flow (incompressible material) can be written in the following:

$$ \rho c_p \frac{\partial T}{\partial t} = -\rho c_p \vec{u} \cdot \nabla T + k \nabla^2 T + \dot{q} $$

where $c_p$ is the specific heat, $\rho$ is density of the material, $\dot{q}$ is the rate of the heat generation, $\vec{u}$ is fluid’s velocity field, and $k$ is thermal conductivity of the material.

Fig. 3. Model of heat transfer between coolant and the sidewall of the channel.

Fig. 4. (a) Coolant flow inside a channel. (b) Modeling heat convection in the direction of the channel using thermal resistor $R_f$ [12]. (c) Modeling heat convection in the direction of the channel using current sources $I_c$ derived from the energy equation.

| TABLE I |

<table>
<thead>
<tr>
<th>Layers</th>
<th>Geometry (mm)</th>
<th>Material</th>
</tr>
</thead>
<tbody>
<tr>
<td>Die</td>
<td>8 x 8 x 1</td>
<td>Silicon</td>
</tr>
<tr>
<td>TIM</td>
<td>8 x 8 x 0.25</td>
<td>Indium</td>
</tr>
<tr>
<td>BL</td>
<td>8 x 8 x 0.25</td>
<td>Silicon Nitride</td>
</tr>
<tr>
<td>Heat spreader</td>
<td>8 x 8 x 0.5</td>
<td>Copper</td>
</tr>
<tr>
<td>Heat sink base</td>
<td>8 x 8 x 0.5</td>
<td>Aluminium</td>
</tr>
<tr>
<td>Heat sink fin</td>
<td>8 x 8 x 3</td>
<td>Aluminium</td>
</tr>
</tbody>
</table>

Applying finite difference method and assuming the channel is along $x$-axis, the discretized form of (1) will lead to

$$ G(t) + C \frac{dT(t)}{dt} = BU(t) $$

where $G$ and $C$ are the coefficient matrices that represent thermal conductivities and capacitance, $B$ is the input position matrix of the heat sources, $T(t)$ is the vector of on-chip temperature, and $U(t)$ is the vector of input power sources.

Boundary conductance is used to model the heat exchange between channel sidewall and the coolant, as shown in Fig. 3. It is calculated as $g_{side} = h_{side} S$, side = [top/bottom/left/right], where $h_{side}$ is the convection coefficient and $S$ is the area of the convective surface [20].

Notice that in microchannels, each cell has the convective term (using central differencing)

$$ I_c = A_{cv}(T_{i+1,j,k} - T_{i-1,j,k}) = A_{ac} T_{i+1,j,k} - A_{ac} T_{i-1,j,k} $$

(3)

where $A_{cv} = \rho c_p u_{xx} / 2 \Delta x$ represents the convective constant. $T_{i,j,k}$ is the temperature on meshed grid $(i, j, k)$, $u_{xx}$ is the flow rate which goes along $x$-direction. As we can see, the convective item $I_c$ is essentially modeled by two voltage controlled current source terms, as shown in (3)-one representing convective heat transport from the previous cell to the current cell along the channel (controlled by the temperature $T_{i+1,j,k}$ at the front surface of the cell) and the other representing the heat transport away from the current cell to the next cell (controlled by the temperature $T_{i-1,j,k}$ at the end surface of the cell).

The conductive heat flow linearly depends on the temperature difference between the two boundaries of the cell along the flow direction. Thus, they can be viewed as temperature-controlled heat sources (or voltage controlled current sources in circuit model). Since we have the controlled sources, the resulting $G$ matrices will no longer be symmetric. Since cells of solids (chips or packages) has no liquid flow inside, there is no convection term.

We remark that our model is different from the simplified circuit model proposed in [12], which uses very small thermal resistors $R_f$ in coolant flow direction to model the convective heat exchange, as shown in Fig. 4(b). Our model uses the heat-controlled temperature flow naturally derived from the energy (1) to model the unidirectional heat convection in the channel, as shown in Fig. 4(c).

Without loss of generality, the example used in our test case is a 3-D-IC stack IC shown in Fig. 2. It consists of two active layer stacked IC with a heat sink on the top, and microchannels embedded in the active silicon layers. The geometrical and material properties of the test stack are listed in Table I, where BL represents the...
Algorithm 1 GMRES With Left Preconditioning. (Note: $e_1$ is the Unit Vector $[1, 0, \ldots, 0]$, and Vector $y_m$ is Calculated in the LS Problem, Which Minimizes the 2-Norm Residual)

**Input:** $A \in \mathbb{R}^{n \times n}$, $b \in \mathbb{R}^n$, $x_0 \in \mathbb{R}^n$ (initial guess), $M \in \mathbb{R}^{n \times n}$ (preconditioner), $m_i$ (restart)

**Output:** $x \in \mathbb{R}^n$: $Ax \approx b$

1: $r_0 = M(b - Ax_0)$
2: $\beta = ||r_0||_2$ // Initial residual
3: $v_1 = r_0/\beta$ // First basis vector
4: $a = \beta - e_1$ // RHS of LS problem in GMRES
5: for $j = 1$ to $m_i$ do
   6: $w = MAv_j$
   7: for $i = 1$ to $j$ do
      8: $h_{i,j} = w^Tv_j$ // Hessenberg matrix element
      9: $w = w - h_{i,j}v_i$
   end for
   10: $h_{j+1,j} = ||w||_2$ // Hessenberg matrix element
   11: $v_{j+1} = w/h_{j+1,j}$ // New basis vector
   12: $V_m = [v_1, \ldots, v_m]$, $H_m = \{h_{i,j}\}_{1 \leq i \leq j+1, 1 \leq j \leq m}$
   13: Apply Givens rotations to solve LS problem:
      14: $Y_m = \text{argmin}_{y_m} ||a - H_m y_m||_2$
   15: if $a_{j+1} < \text{preset tolerance}$ then // After Givens rotations, the updated residual is $a_{j+1}$
      16: Return $x_m = x_0 + V_m y_m$
   end if
end for
19: $x_0 = x_m$ and go to Line 1 // Restart

IV. PARALLEL GMRES SOLVER ON GPU-CPU PLATFORM

The GMRES method is an iterative method for solving large-scale systems of linear equations ($Ax = b$), where $A$ is sparse in our case. Algorithm 1 shows the standard Krylov subspace-based GMRES with left preconditioning, which uses projection method to form the $m$th order Krylov subspace [19].

A. Parallelization on GPU-CPU Platforms

To parallelize GMRES, we need to identify several computation intensive steps in Algorithm 1. There exist many GPU-friendly operations in GMRES, such as vector addition (axpy), 2-norm of vectors (nrm2), and sparse matrix-vector (SpMV) multiplication (spmv).

Based on the examples we focus on, we have noticed that SpMV takes up to 50% of the overall runtime to build the Krylov subspace. Those routines are GPU-friendly and efforts have been made already to accelerate them in generic parallel algorithms for sparse matrix computations library [4].

GPU programming is typically limited by the data transfer bandwidth as GPU favors computationally intensive algorithms [13]. Hence, how to wisely partition the data between CPU memory (host side) and GPU memory (device side) to minimize data traffic is crucial for GPU computing. In the sequel, we make some detailed analysis first for GMRES in Algorithm 1. First, we consider about storage of Krylov subspace vectors. In GMRES with restart mechanism, the maximum iteration number before the restart is $m$, $m \ll n$, and the memory cost of subspace $V_m$ is $n$-by-$m$, i.e., $m$ column vectors with $n$-length. This is still big. Hence, transferring the memory of the subspace vectors between the CPU and GPU memories is not an efficient choice. In addition, every newly generated matrix-vector product needs to be orthogonalized against to all its previous basis vectors in the Arnoldi processes. To use the data intensive capability of GPU, we keep all the subspace vectors in GPU global memory, thus allows GPU to handle operations such as inner-product of basis vectors (dot) and vector subtraction (axpy), in parallel.

On the other hand, it is better to keep the Hessenberg matrix $H$, where intermediate results of the orthogonalization are stored, at the CPU host side. This comes with the following reasons. First, its size is $(m + 1)$-by-$m$ at most, rather small if compared with circuit matrices and Krylov basis vectors. Besides, it is also necessary to triangularize $H$ and check the residual in each iteration so GMRES can return the approximate solution as soon as the residual is below a preset tolerance. Hence, it is preferable to allocate $H$ in host memory.

As shown in Algorithm 1, the memory copy from device to host is called each time when Arnoldi iteration generates a new vector and the orthogonalization produces a new vector $h$, which is the $(j+1)$th column of $H$, and is transferred to the CPU, where a least squares (LS) minimization (a series of Givens rotations, in fact) is performed to see if the desired tolerance of residual has been met. Our observation shows that the data transfer and subsequent CPU-based computation takes up less than 0.1% of the total run time.

Fig. 5 shows the computation flow, the partitions of the major computing steps, and the memory accesses between CPU and GPU during the operations we mentioned above.

B. GPU-Friendly Implementation of Preconditioners

Most of the existing preconditioners can be broadly classified as being either explicit or implicit [5]. A preconditioner is implicit if its application within each step of the chosen iterative method requires to solve a linear system. With implicit preconditioner, we choose a nonsingular matrix $M$, where $M \approx A$, and $M$ should satisfy the requirement that solving a system with matrix $M$ is easier than solving the original system of $A$. In contrast, for explicit preconditioner, the approximate inverse (AINV) form of $A$ is calculated first and will be known to iteration solvers. Hence, the preconditioning operations become one or more matrix-vector products.

The most common and widely used implicit preconditioner is based on ILU decomposition. For ILU preconditioner, $M = LU$, where $L$ and $U$ are the sparse triangular matrices, which approximate the $L$ and $U$ factors of $A$, respectively. Applying ILU preconditioner...
requires the solving of two sparse triangular systems with forward and backward substitutions, which is the bottleneck limiting the performance due to its serial nature. In our work, we use ILU0 with the fewest fill-ins. We let LDU decomposition be performed on CPU. Then, the two triangular matrices are transferred to GPU. The preconditioning with ILU0 is to apply GPU parallel triangular solves on the newly formed basis vector, which is also calculated on GPU.

We also use AINV preconditioners with tolerance dropping in [5] and [6] as our explicit preconditioner. The AINV preconditioner M is an approximate to $A^{-1}$, and $[I-MA]^{-1}$ is used to define the similarity of M and $A^{-1}$. The approximation to $A^{-1}$ is attained using three matrices [26]

$$A^{-1} \approx M = ZD^{-1}W^T$$

where Z and W are the two unit upper triangular matrices, D is a DIAG matrix. Z and W are similar to $U^{-1}$ and $L^{-1}$ triangular parts in LDU decomposition of $A = LDU$, respectively. They can be directly obtained by means of a biconjugation process [6]. If we define $M_0 = W^T$ and $M_0 = ZD^{-1}$, the preconditioning operations are two matrix-vector product of $M_0$ and $M_0$, respectively, which is easily to be parallelized. In our work, $M_0$ and $M_0$ are computed on CPU first, and then transferred to GPU for fast matrix-vector multiplications used in the preconditioned GPU-GMRES.

### V. Numerical Results and Discussion

The proposed algorithm has been implemented using NVIDIA CUDA and run on Tesla C2070 GPU, which has 448 cores of 1.15 GHz and 5-GB global memory. The CPU results were tested on a quad-core Xeon E5620 machine at 2.00 GHz with 28-GB memory. For a thorough comparison, serial GMRES on CPU, parallel GMRES on CPU-GPU platform with preconditioners, and a parallel LU solver, SuperLU_MT, SuperLU_MT is a commonly preferred and publicly available parallel LU-based solver [10]. GPU-GMRES with AINV and ILU0 preconditioners are compared on a number of thermal and other matrices.

Our test cases consist of two thermal circuit models generated by our own finite difference thermal analysis tool based on the realistic package structures, thermal boundary conditions and materials. In addition, two circuit examples from the University of Florida matrix collection [9] and four 3-D-ICE testcases with package systems [21] are also added in our experiments. More detailed information on these thermal matrices and published matrices can be found in Table II, where dim is the matrix size, i.e., number of rows and number of columns, nnz is the number of nonzero elements in the matrix, and density is the ratio defined as nnz/dim, i.e., the average number of nonzero elements per row.

The performance of GMRES solver with preconditioners is summarized in Table III. For comparison, the same equation $Ax = b$ is solved as follows.

1. SuperLU_MT, i.e., multithreaded direct LU method, whose factorization routine pgstrf runs on our server with four threads in parallel.
2. GMRES solver using only serial single-thread CPU.
3. The proposed GMRES solver with GPU parallel computation.

The GMRES solvers of both CPU and GPU versions take the parameters such as restart number, maximum iteration number, and residual tolerance. In our experiments, these three parameters are set as $32, 10^6$, and $10^{-6}$, accordingly. We remark that since the LU-based method employs four threads and can be viewed as a parallel LU-based solver, its comparison with our GPU GMRES solver is very relevant. It will show the parallelization benefits on two different multi/multi core computing platforms.

Note that we also test the three different preconditioners, such as DIAG, ILU0, and AINV in the two GMRES implementations. The time spent on preconditioner constructions and GMRES solving with preconditioners are all recorded in Table III. As can be observed by the runtime measurements, GMRES performs better with the help of preconditioner. Especially for large matrices, GMRES with no preconditioner or with DIAG preconditioner fails to converge within the given limit of maximum iteration number. In these cases, we remove them from the table.

In general, as the problem sizes become larger, the GPU-GMRES will show more speedup over the parallel SuperLU_MT (ranging from one to two orders of magnitudes). ILU0 preconditioner usually gives better performance over AINV preconditioner. Compared with the CPU version of preconditioned GMRES solver, the GPU-GMRES solver can deliver about $2-4 \times$ speedup for large cases. Also with larger thermal circuits, we expect more speedups as indicated by the table.

We have further comments on ILU0 and AINV preconditioners. Both of them show better robustness than the simple DIAG preconditioner, and they succeed on all the demonstrated examples. Their robustness comes from the better knowledge obtained from matrix A during the preconditioner construction phase. The AINV preconditioner is more expensive than ILU0, since it better approximates $A^{-1}$ and tends to have more nonzero elements than ILU0 preconditioner, which approximates A. This increased cost of AINV is reflected in both the construction phase and the GMRES iteration phase, as can be observed from Table III.

It is noteworthy that we use single-precision floating-point representation, i.e., 32 bits, for real numbers in all the calculations. This implementation comes from two reasons. One is because NVIDIA’s current generation GPUs support single-precision better than double precision, in terms of speed and memory space. The other reason, which is also from the perspective of our application here, is that thermal simulation results, such as temperatures, do not require very high precision. We have compared our single-precision results with double-precision ones, and the temperature difference between the two is at most 0.1°, which is acceptable to most of the IC thermal analyses.

For even larger circuit matrices, whose data cannot be held by the current generation GPUs memory (about 3–6 GBs), some partitioning strategies have to be employed to distribute the computing tasks and data into different GPUs on the same node or different

### TABLE II

<table>
<thead>
<tr>
<th>circuit name</th>
<th>dim</th>
<th>nnz</th>
<th>density</th>
</tr>
</thead>
<tbody>
<tr>
<td>G2_circuit (UFL)</td>
<td>150,102</td>
<td>438,388</td>
<td>2.91</td>
</tr>
<tr>
<td>G3_circuit (UFL)</td>
<td>1,585,678</td>
<td>4,623,152</td>
<td>2.90</td>
</tr>
<tr>
<td>mc2m (3D-ICE)</td>
<td>20,000</td>
<td>109,000</td>
<td>5.44</td>
</tr>
<tr>
<td>mc4m (3D-ICE)</td>
<td>50,250</td>
<td>329,140</td>
<td>6.53</td>
</tr>
<tr>
<td>therm1</td>
<td>57,344</td>
<td>390,144</td>
<td>6.76</td>
</tr>
<tr>
<td>therm5</td>
<td>262,144</td>
<td>1,795,840</td>
<td>6.84</td>
</tr>
</tbody>
</table>

### TABLE III

<table>
<thead>
<tr>
<th>circuit name</th>
<th>SuperLU_MT</th>
<th>GMRES Solver</th>
<th>speedup</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>fact. sol.</td>
<td>precondition</td>
<td>CPU</td>
</tr>
<tr>
<td>G2</td>
<td>0.8 0.03</td>
<td>NO</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>DIAG 0.003</td>
<td>0.3 0.04</td>
</tr>
<tr>
<td></td>
<td></td>
<td>ILUO 0.7</td>
<td>0.03 0.06</td>
</tr>
<tr>
<td></td>
<td></td>
<td>AINV 4.1</td>
<td>0.4 0.1</td>
</tr>
<tr>
<td>G3</td>
<td>30.7 1.9</td>
<td>NON 0</td>
<td>211 16.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>DIAG 0.02</td>
<td>7.0 0.24</td>
</tr>
<tr>
<td></td>
<td></td>
<td>ILUO 7.5</td>
<td>0.8 0.14</td>
</tr>
<tr>
<td></td>
<td></td>
<td>AINV 42</td>
<td>8.4 0.68</td>
</tr>
<tr>
<td>mc2m</td>
<td>0.33 0.01</td>
<td>NO</td>
<td>0</td>
</tr>
<tr>
<td>mc4m</td>
<td>1.63 0.05</td>
<td>NO</td>
<td>0</td>
</tr>
<tr>
<td>therm1</td>
<td>16.0 0.15</td>
<td>NO</td>
<td>0</td>
</tr>
<tr>
<td>therm5</td>
<td>554.1 1.45</td>
<td>NO</td>
<td>0</td>
</tr>
</tbody>
</table>
computing nodes (GPU clusters). In other words, distributed parallel computing techniques are required to consider such large problems, which is not the focus of this brief. Note that, traditional CPU-based computing will also face the similar issue as the memory for any CPU is always limited. Also from thermal analysis perspective, we can always trade the accuracy with thermal circuit complexities (thus simulation efficiency) using different grid sizes.

VI. CONCLUSION

An efficient finite difference-based full-chip simulation algorithm for 3-D-ICs with liquid cooling based on CPU-GPU platform is proposed. Unlike existing fast thermal analysis methods, the new method starts from the basic heat equations to model 3-D-ICs with inter-tier liquid cooling microchannels, and directly solves the resulting Partial Differential Equation using iterative GMRES solver. To speed up the analysis process, we further developed a preconditioned GPU-accelerated GMRES solver. We also studied different preconditioners for GPU platforms and compared their performances. Experimental results showed that the proposed solver can lead to orders of magnitudes speedup over the parallel LU-based solver and up to 4× speedup over CPU-GMRES for thermal circuits and other published problems.
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